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Abstract—In this work, we address a planar non-prehensile sorting task. Here, a robot needs to push many densely packed objects belonging to different classes into a configuration where these classes are clearly separated from each other. To achieve this, we propose to employ Monte Carlo tree search equipped with a task-specific heuristic function. We evaluate the algorithm on various simulated and real-world sorting tasks. We observe that the algorithm is capable of reliably sorting large numbers of convex and non-convex objects, as well as convex objects in the presence of immovable obstacles.

I. INTRODUCTION

Rearranging objects, e.g., to clear a path or clean a table, is an essential skill for an autonomous robot. The robot needs to plan in which order to move the objects and whereto. This rearrangement planning problem is known to be NP- or even PSPACE-hard depending on the goal definition [1]. Accordingly, various specialized algorithms have been proposed that address specific practical rearrangement problems efficiently. For instance, several prior works specifically address navigating a mobile robot among movable obstacles [2–5]. Similarly, clearing clutter for grasping has been addressed by pushing obstacles aside locally [6–8], or recursively removing obstructions through pick-and-place [9]. Even for large-scale rearrangements, where many objects need to be arranged to target locations, efficient approximative algorithms have been proposed. While early works [9, 10] were limited to monotone problems, where each object needs to be moved at most once, recent works have overcome this limitation [11–15]. Large-scale rearrangements, however, have predominantly been addressed using pick-and-place or single-object pushing.

We are interested in large-scale non-prehensile rearrangement problems, where a robot pushes multiple objects simultaneously to reach a goal that is characterized by the final poses of many objects. Specifically, we consider the planar non-prehensile sorting task illustrated in Fig. 1. Here, a planar pusher has to sort objects belonging to different classes into homogenous distinct clusters. The problem is challenging, as it is non-monotone, requires multi-object pushing to be solved efficiently, and involves robot motion planning to circumnavigate obstacles.

We propose to address this problem with Monte Carlo tree search (MCTS) [16]. Monte Carlo tree search is a planning algorithm for sequential decision-making problems and well suited for the sorting task as we will show. First, the algorithm can search in high-dimensional state spaces by only performing a forward search. This allows us to employ commonly available physics models to predict the outcome of pushing actions that involve complex multi-object, multi-contact dynamics. Second, the algorithm employs an adaptive sampling strategy that focuses its search on the parts of the state space that are relevant to solving the problem. This is particularly important as the sorting task has a large state space and modeling its multi-contact physics is computationally expensive. Third, MCTS requires no explicit target states but instead can be applied when there is only a discriminative function to evaluate whether a state is a goal. This is the case in the sorting task, where the goal is defined through relative positions of objects rather than absolute positions.

The contribution of this work lies in adapting the MCTS algorithm to the sorting task and evaluating it on a variety of scenarios. To reduce the need for long physics rollouts, we propose a heuristic reward signal that successfully guides
the algorithm towards sorted states. Furthermore, inspired by the recent success of AlphaGo [17], we train a rollout policy from data to improve the algorithm’s performance further. We evaluate the approach for different numbers of objects and classes, different object shapes (convex and non-convex), and sorting in the presence of immovable obstacles. In addition, we evaluate the approach’s effectiveness under modeling inaccuracies in simulation and on a real robot.

The remainder of this paper is structured as follows. We first formally define our sorting task in Sec. II, before discussing related work in more detail in Sec. III. Thereafter, we provide background information on MCTS in Sec. IV and present our adaptations in Sec. V. We present experimental results in Sec. VI and conclude in Sec. VII.

II. PROBLEM DEFINITION

In the planar push sorting problem (PPSP), a robot $R$ is tasked to sort a set of movable objects $M$ in a bounded workspace according to given class membership, see Fig. 1. The workspace is planar and all objects are assumed to be rigid. Accordingly, the state spaces are $X_i \subseteq SE(2)$ for $i \in \{R\} \cup M$, and the composite state space of the world is $X = X_R \times \ldots \times X_{|M|} \times X_R$. The workspace may contain immovable obstacles $O$ that needs to be avoided. If there are no two objects intersecting and no collisions with obstacles, we refer to states $x \in X$ to be valid.

Each movable object belongs to exactly one class $c \in C$. These classes are user-defined and can be based on, for example, shared physical properties (e.g., color, shape, size) or a common functional purpose of the objects. The task of the sorting problem is to rearrange the objects into a sorted valid state according to their class membership. A sorted state is a state where the objects of each class form disjoint clusters, see Fig. 1. More formally, let $CH(c_i, x) \subseteq \mathbb{R}^2$ denote the smallest convex set that contains all objects of class $c_i \in C$ in state $x \in X$. Furthermore, let the function

$$d_c(A, B) = \min_{a \in A, b \in B} \|a - b\|_2$$

(1)

denote the smallest pairwise distance between elements of two sets, $A, B \subseteq \mathbb{R}^2$. We define a state $x \in X$ to be sorted, if all classes have at least a distance $\epsilon > 0$ from each other and the obstacles:

$$\text{Sorted}(x) : \iff \min_{i,j \in C} d_c(CH(i, x), CH(j, x)) > \epsilon$$

$$\land \min_{i \in C} d_c(CH(i, x), O) > \epsilon.$$

(2)

Let $A$ be the set of planar motions that $R$ is able to execute. We limit $A$ to motions that are sufficiently slow, so that pushing dynamics can be assumed to be quasistatic [18]. Given an initial valid state $x_0 \in X$, the problem of planar push sorting is then to compute and execute a series of actions $a \in A$ that transfer the system from state $x_0$ to any valid sorted state $x_\tau \in X$. In this process, all intermediate states $x_i$ have to be valid, i.e., not colliding with any immovable obstacles or be out of bounds.

We consider this problem in scenarios where objects are initially densely packed. In addition, objects of the same class eventually need to be pushed into the same region. This renders the ability to purposefully push multiple objects simultaneously essential to efficiently solve this task.

III. RELATED WORK

A. Non-prehensile Rearrangement

Non-prehensile rearrangement covers a variety of different tasks. We distinguish between navigation or manipulation among movable obstacles and large-scale rearrangement tasks. In navigation or manipulation among movable obstacles, the priority is to navigate the robot or transport individual objects in the presence of clutter. In other words, the goal is expressed with respect to a few individual objects or the robot, while the remaining objects may be placed anywhere. This category includes repositioning tasks [19–25], reaching for an object within clutter [6–8, 26, 27], as well as singulating or separating individual objects [28–31]. By large-scale rearrangement, we refer to problems where the goal is expressed in terms of many objects and all final poses are relevant to the task. Our sorting task is such a problem, and to the best of our knowledge, only Huang et al. [15] have previously addressed such problems in combination with multi-object pushing.

Huang et al. found that iterative local search (ILS) equipped with strong heuristics and an $\epsilon$-greedy rollout policy succeeds at solving various table-top rearrangement tasks, including a sorting task of up to 100 cubes. The addressed sorting problem, however, differs from ours in two key aspects. First, for the sorting goal, explicit target locations for each class are provided as input. This allows deriving a heuristic for action sampling, as it can easily be determined which objects are misplaced and where they should be pushed to. In our problem, in contrast, no explicit target locations are provided, and instead, the planner needs to select suitable locations to achieve a sorted state itself. Second, the problem specifically addresses table-top sorting with a manipulator that is capable of moving the pusher in and out of the pushing plane at any location. In our problem, the pusher’s motion is constrained to the pushing plane, requiring it to circumnavigate objects and obstacles. Designing a strong rollout policy for such navigation tasks—as needed for ILS—is non-trivial. MCTS, in contrast, does not require similar heuristics and succeeds even with a random rollout policy, as our experiments will demonstrate.

The additional challenges of our sorting problem are useful to consider for two reasons. First, relieving the user from providing a sorted target state as input makes the algorithm easier to use. Second, constraining the pusher’s motion to the plane is more general. It applies to mobile robots, as well as to manipulators that have few degrees of freedom, such as Delta robots. In addition, although not explicitly studied in this work, our problem formulation resembles a sorting task in constrained spaces such as shelves and may provide relevant insights for future work in this direction.
B. Monte Carlo Tree Search for Rearrangement Planning

Monte Carlo tree search has recently been applied to rearrangement planning problems using pick-and-place. Zagoruyko et al. [32] use MCTS to rearrange up to 9 objects to user-given target poses. The authors also train a rollout policy from solutions produced by MCTS that makes the algorithm efficient enough to replan online and thus compensate for disturbances during the execution.

King et al. [33] proposed to apply MCTS for pushing a single object among movable obstacles under uncertainty. This approach focuses on computing the most robust sequence of pushing actions by planning on belief space. Here, the adaptive sampling of MCTS makes this tractable by focusing the limited computational budget for constructing a state belief model only on the most promising trajectories.

In contrast, we employ MCTS on a large-scale non-prehensile sorting task and address uncertainty only indirectly through replanning. For this, we equip the algorithm with a heuristic reward signal that allows us to limit the computationally expensive rollouts, making the algorithm efficient enough for replanning after each push.

IV. BACKGROUND

In this section, we describe the basic form of Monte Carlo tree search (MCTS) [16], which we use in our planar push sorting planner described in Sec. V. MCTS is used for sequential decision-making problems with state space \( \mathcal{X} \), action space \( \mathcal{A} \), reward signal \( g \), and transition model \( \Gamma \). Given a current state \( x_t \in \mathcal{X} \) the algorithm estimates the state-action value function \( Q(x_t, \cdot) \) using simulated episodes called rollouts and returns the best action. During rollout, it uses a (often simple) rollout policy to decide on actions and simulates state transitions using \( \Gamma \). To focus on high-reward regions, MCTS builds a search tree with states as nodes and actions as edges, rooted in the current state. With this tree, the algorithm maintains value estimates for the states that are most likely to be reached within a few steps. For every single iteration, the algorithm executes the following steps which are also shown in Fig. 2:

**Selection:** Use a tree policy \( \pi_{\text{tree}} \) to traverse from the root to a leaf node. The tree policy exploits the state-action value estimates for the states in the tree and balances exploration and exploitation.

**Expansion:** Expand the search tree by selecting an action and adding the reached state as a child node.

**Simulation:** Use the rollout policy \( \pi_{\text{roll}} \) for action selection and simulate the episode until termination according to \( \Gamma \).

**Backup:** Use the return generated by the episode to update the state-action value estimated for the traversed edges in the search tree.

Often, MCTS is set to terminate after a certain number of iterations \( \bar{N}_{\text{max}} \) or through some statistical criterion. Nodes within the tree are first fully expanded before any of their children are expanded. If terminal states are too many steps away for full rollout simulation to be tractable—as it is in our case—truncated rollouts are used. Then, instead of the return of the complete episode, some heuristic estimate of the return is backed up. Due to the policy improvement theorem, selecting the best action at the root node is at least as good as the rollout policy. However, because the value estimates are based on long-term consequences, it is usually better. The details of how we adapt MCTS to the planar push sorting problem are explained in the following section.

V. PLANAR PUSH SORTING PLANNER

In this section, we first model the PPSP as a sequential decision-making problem for MCTS. Then, we outline how our algorithm uses MCTS and decides on termination. We describe how we simulate PPSP in Monte Carlo rollouts and detail the four MCTS steps mentioned in Sec. IV. Finally, we explain how we use deep learning to obtain a rollout policy from data to improve our MCTS.

A. Sequential Decision-making Problem

To model the PPSP we use the full configuration space \( \mathcal{X} \) as the state space and define a robot-centric action space \( \mathcal{A} \) with 10 actions as depicted in Fig. 2 on the right. The robot can translate in 8 different directions and rotate left and right in small increments. As the transition model \( \Gamma \), we employ the physics simulator Box2D,\(^1\) which is capable of modeling multi-object interactions. We model the PPSP as a deterministic process and compensate for errors in the physics modeling by replanning after each push.

With our action space, it often takes up to 200 transitions until a sorted state is reached, which makes large numbers of full rollouts with the physics simulation practically intractable. For this reason, we use truncated rollouts of length \( d_{\text{max}} \). However, this means that we cannot use \( \text{Sorted}(x) \) from Eq. (2) as a feedback signal since most rollouts do not reach a sorted state. Therefore, we define a different reward signal \( g(x) \) that provides useful feedback also for unsorted states and increases when the state becomes more sorted.

**Reward signal:** We construct the reward signal for a state \( x \) from four components: A measure how compact a class \( c_i \) is, \( E_{\text{closed}}(x) \), how far away class centers are from each other, \( E_{\text{other}}(x) \), how far away class centers are from obstacles, \( E_{\text{robot}}(x) \), and the distance of the two closest class centers,

\(^1\)Box2D, A 2D Physics Engine for Games: https://box2d.org/
\[ d_{\text{cen}}(x) \]. Concretely, we define:

\[
E_{i}^{\text{self}}(x) = \frac{1}{|c_i|} \sum_{m \in c_i} \ln(p_i(x_m)) \tag{3}
\]

\[
E_{ij}^{\text{other}}(x) = \ln(1 - p_i(\mu_j(x))) \tag{4}
\]

\[
E_{i}^{\text{bst}}(x) = \sum_{o \in O} \ln(1 - p_i(x_o)) \tag{5}
\]

\[
d_{\text{cen}}(x) = \min_{i,j \in E, i \neq j} \|\mu_i(x) - \mu_j(x)\|_2, \tag{6}
\]

where \(\mu_i(x)\) denotes the mean position of all objects in class \(c_i\). \(x_o\) is the centroid position of obstacle \(o\), \(x_m\) is the centroid position of object \(m\), and \(p_i(x_m) = e^{-\lambda(\|x_m - \mu_i\|_2^2)}\) a Gaussian with variance \(\lambda\) centered at the mean position of class \(c_i\). The term \(E_{i}^{\text{self}}(x)\) increases as objects of class \(c_i\) are more compact. The term \(E_{ij}^{\text{other}}(x)\) increases as the centers of class \(c_i, c_j\) are moved apart. Similarly, the term \(E_{i}^{\text{bst}}(x)\) increases as the center of class \(c_i\) is moved away from obstacles.

We combine these terms together to form the reward signal

\[
g(x) = \sum_{i=1}^{|C|} \left( E_{i}^{\text{self}}(x) + \sum_{j=1}^{i-1} E_{ij}^{\text{other}}(x) + E_{i}^{\text{bst}}(x) \right) \frac{1}{d_{\text{cen}}(x)}. \tag{7}
\]

It is \(g(x) < 0\) for all states, but it approaches 0 as members of the same class get closer and members of different classes separate. It eventually reaches higher values for sorted states (as defined in Eq. (2)) than for unsorted states. Hence, by maximizing \(g(x)\), our planner will gradually aggregate objects of the same class and separate those from different classes.

B. Sorting Planner Outline

Starting with an unsorted state \(x\), our sorting algorithm repeatedly runs MCTS to obtain the best action for this state, executes the action and observes the result. This process is illustrated in Fig. 2 and Algorithm 1. In case we reach a sorted state, the sorting algorithm terminates. Additionally, we apply two strategies to detect whether the planner fails in the sorting process. First, it counts the number of subsequent sorted states, the sorting algorithm terminates. Additionally, illustrated in Fig. 2 and Algorithm 1. In case we reach a separate. It eventually reaches higher values for sorted states of the same class get closer and members of different classes are moved apart. Similarly, the term \(E_{ij}^{\text{other}}(x)\) increases as the centers of class \(c_i, c_j\) are moved apart. Similarly, the term \(E_{i}^{\text{bst}}(x)\) increases as the center of class \(c_i\) is moved away from obstacles.

We combine these terms together to form the reward signal

\[
g(x) = \sum_{i=1}^{|C|} \left( E_{i}^{\text{self}}(x) + \sum_{j=1}^{i-1} E_{ij}^{\text{other}}(x) + E_{i}^{\text{bst}}(x) \right) \frac{1}{d_{\text{cen}}(x)}. \tag{7}
\]

It is \(g(x) < 0\) for all states, but it approaches 0 as members of the same class get closer and members of different classes separate. It eventually reaches higher values for sorted states (as defined in Eq. (2)) than for unsorted states. Hence, by maximizing \(g(x)\), our planner will gradually aggregate objects of the same class and separate those from different classes.

C. Monte Carlo Tree Search Implementation

We adapt the MCTS algorithm to our deterministic modeling and reward signal \(g(x)\). The pseudo-code is shown in Algorithm 1. In the search tree of MCTS, every node corresponds to a state \(x \in \mathcal{X}\). Accordingly, the root node corresponds to the current state \(x_t\). For each node \(s\), the search tree stores the visitation counter \(N(s)\), and estimates of an upper and lower bound of the reachable reward from its state, \(\bar{V}_{\text{upper}}(x)\) and \(\bar{V}_{\text{lower}}(x)\), respectively.

\[
\text{Algorithm 1: Planar Push Sorting Planner}
\]

\begin{algorithm}
\begin{algorithmic}
\State \(x \leftarrow \text{Observe the state}\)
\While{\text{not Sorted}(x)}
\State \(a, \hat{g} \leftarrow \text{MCTS}(x)\)
\If{\text{IsTrapped}(x, \hat{g})} \State \text{Terninate with Failure}\Else \State \text{Execute}(a)\EndIf
\State \(x \leftarrow \text{Observe the state}\)
\EndWhile
\State \text{Terminate with Success}
\Function{MCTS}{x_0}
\State \text{Initialize the search tree with root } x_0
\State \(\hat{g} \leftarrow g(x_0); i \leftarrow 0\)
\For{\(i < n_{\text{max}}\)}
\State \text{Select the root node}
\While{\text{Node is fully expanded}}
\State \text{Select child node according to } \pi_{\text{tree}}
\EndWhile
\State \text{Execute the current (leaf) node using } \pi_{\text{roll}}
\State \(g_{\text{max}} \leftarrow \text{Truncated simulation rollout using } \pi_{\text{roll}}\)
\State \(\hat{g} \leftarrow \max(g_{\text{max}}, \hat{g})\)
\EndFor
\State \(a^* \leftarrow \text{Greedy action selection for } x_0\)
\State \Return \(a^*, \hat{g}\)
\EndFunction
\end{algorithmic}
\end{algorithm}

Selection and Expansion are executed as described in Sec. IV and we use the tree policy \(\pi_{\text{tree}}\) as defined below.

Simulation: We use the simulator \(\Gamma\) to predict the effect a robot action has as it pushes through objects. The actions are selected either from a random rollout policy \(\pi_{\text{roll}}\) or from a learned rollout policy which is detailed below. The rollout is truncated after \(d_{\text{max}}\) steps to save computation. Since the rollout policy is sub-optimal—e.g., it may select actions which worsen previous gains—we return the maximal reward signal from the rollout \(g_{\text{max}}\) instead of the reward signal at the truncation state as a heuristic estimate of the episode’s return.

Backup: When a rollout is finished, we increment the visitation counter \(N(s)\) and update the bound estimates for each traversed node \(s\) in the search tree,

\[
\begin{align*}
\bar{V}_{\text{upper}}(s) &\leftarrow g_{\text{max}}, \quad \text{if } g_{\text{max}} > \bar{V}_{\text{upper}}(s) \quad (8) \\
\bar{V}_{\text{lower}}(s) &\leftarrow g_{\text{max}}, \quad \text{if } g_{\text{max}} < \bar{V}_{\text{lower}}(s), \quad (9)
\end{align*}
\]

where \(x\) is the state for node \(s\).

Tree policy: During selection, we use a tree policy \(\pi_{\text{tree}}\) that balances between exploration and exploitation and additionally considers the visitation count. For this, we estimate the state-action value \(Q(x, \cdot)\) at a node as:

\[
Q(x, a_i) = \frac{\bar{V}_{\text{upper}}(x_i) - \bar{V}_{\text{lower}}(x_i)}{\bar{V}_{\text{upper}}(x) - \bar{V}_{\text{lower}}(x)} + C \sqrt{\frac{2 \ln N(s)}{N(s_i)}} \tag{10}
\]

where \(x_i\) is the state of the child node corresponding to action \(a_i \in A\). The formula is derived from UCB1 [34], but different from the standard UCT approach [16] in that we normalize rewards and use the maximum reward rather than the average. We choose this modification, as the maximum reward is a good estimator for Monte Carlo rollouts under a deterministic model (i.e., simulator). The exploration term \(C\) is set to \(\sqrt{2}\).

Rollout policy: While a completely random rollout policy guarantees probabilistic completeness, it is much more sample effective to select actions in an informed way during simulation. For this reason, we learn a rollout policy from
the successful sorting experience of a random rollout policy \( \pi_{\text{roll}}^0 \) as detailed in Sec. V-D below.

## D. Learning the Rollout Policy

The rollout policy \( \pi_{\text{roll}} \) has to map states \( x \in \mathcal{X} \) to actions \( a \in \mathcal{A} \) and, after the physical simulation, presents the second computational bottleneck during Monte Carlo rollout. In our case, the state space can also be different for different numbers of objects and obstacles. For this reason, we encode the positions of objects, obstacles and the robot in the state space as a 2D color image \( I(x) \in [0, 1]^{256 \times 256 \times 3} \), which shows the footprint of each object colored by class. This high-dimensional representation \( I(x) \) requires a policy network with many parameters and thus would require large amounts of labeled training data. To alleviate this data acquisition problem, we first learn a lower-dimensional embedding of the image space \( f : I(x) \mapsto \tilde{x} \in [0, 1]^{12 \times 32 \times 3} \) from unlabeled image data. For the rollout policy, we then learn a mapping from this lower-dimensional space to probability distributions over actions, \( P \).

**State representation learning:** We model the embedding function \( f \) as the encoder module in a convolutional autoencoder as seen in Fig 3. The training data is generated from our simulator, consisting of 120k images with each image showing 20-30 square objects. The training objective is the mean squared reconstruction loss.

**Rollout policy learning:** We model the rollout policy \( \pi_{\text{roll}} : (x, \tilde{x}) \mapsto (P(a_1), \ldots, P(a_t)) \) with the deep convolutional architecture ResNet-18, which is reported to be easier to optimize and resilient against overfitting \([35]\), as depicted in Fig. 4. The ResNet structure was initially designed for image classification, while here it is employed for mapping the state features to action labels. To produce the labeled training data, we run our planar push sorting planner (see Algorithm 1) as described above with a fully random rollout policy \( \pi_{\text{roll}}^0 \) for sorting 16, 20 and 24 cubes with one static obstacle randomly placed in the scenes. We record the observed transitions, 16.5k in total, for each solved sorting problem as tuples \( (I(x), x, Q(A)) \), where \( Q(A) \) are the exploitation terms of the state-action value estimates for \( x \) in Eq. (10).

We train the policy model with cross-entropy loss while keeping the encoder parameters fixed. The training target is the probability distribution over actions which arises from normalizing the state-action values, i.e. \( P(a_t) = Q(a_t) / \sum_{a \in \mathcal{A}} Q(a) \).

## VI. EXPERIMENTS

In this section, we evaluate the performance of the proposed algorithm. First, in Sec. VI-B, we conduct experiments to motivate the choice of MCTS and compare the algorithm’s performance against several baselines in simulation. Second, in Sec. VI-C, we quantitatively evaluate how the algorithm performs in different sorting tasks, including 1) different number of objects and classes, 2) non-convex objects, and 3) convex objects in the presence of immovable obstacles. In addition, in the latter case, we evaluate how the learned rollout policy improves performance. Third, to investigate how our approach performs under modeling errors, we provide quantitative results under different degrees of simulated noise and on a real robot in Sec. VI-D. Lastly, we report the runtime of our implementation in Sec. VI-E.

### A. Experimental Setup

We use three types of objects in our evaluation: cubes of size \( 2.5 \text{cm} \times 2.5 \text{cm} \), U-shaped non-convex objects that can surround a cube, and randomly generated rectangular obstacles with an area no larger than twice the area of a cube. Unless stated otherwise, all evaluations are run with the following parameters: \( \epsilon = 0.05m, \nu = 0.05 \) and \( d_{\text{max}} = 3 \). All objects are placed randomly in a \( 50 \text{cm} \times 50 \text{cm} \) workspace. The pusher’s action space is set to \( 5 \text{cm} \) translations and rotations of \( 45^\circ \). We set the maximal number of actions the robot is allowed to execute without contacting any object to 15. Finally, all results are reported by the overall success rate (bold) from running 100 trials, together with the mean and standard error of the step numbers from successful runs.

### B. Baseline Comparison

To motivate MCTS, we compare the following algorithms:

- **Greedy-policy:** Execute the action with the maximal probability \( P(a_t) \) output by the learned policy.
- **Greedy-one-step:** In state \( x \), execute the action \( a \in \mathcal{A} \) that achieves maximal reward \( g(\Gamma(x, a)) \) by one-step look-ahead and use random selection for tie breaks.
- **Greedy-rollout:** Run \( n = 500 \) rollouts of depth \( d_{\text{max}} = 3 \) using the random rollout policy. Execute the first action of the rollout that reaches the maximal reward \( g(x) \) and use random selection for tie breaks.
- **MCTS-no-rollout:** Perform tree search as in Algorithm 1 but obtain rewards only from the leaf nodes without rollouts.
TABLE I: Quantitative results of comparing different algorithms on sorting 20 and 30 randomly placed cubes assigned to 2, 3 or 4 classes.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Greedy-one-step</th>
<th>Greedy-rollout</th>
<th>MCTS-no-rollout</th>
<th>ILS-3</th>
<th>ILS-6</th>
<th>Ours-avg</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 classes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 obj</td>
<td>27%</td>
<td>84%</td>
<td>87%</td>
<td>51%</td>
<td>76%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>30 obj</td>
<td>10%</td>
<td>41%</td>
<td>39.8 ± 1.6</td>
<td>178.2 ± 9.6</td>
<td>218.9 ± 14.9</td>
<td>40.4 ± 2.0</td>
<td>36.1 ± 1.3</td>
</tr>
<tr>
<td>30 obj</td>
<td>231.2 ± 37.5</td>
<td>64.4 ± 3.3</td>
<td>65.7 ± 2.4</td>
<td>294.17 ± 17.4</td>
<td>368.0 ± 25.6</td>
<td>93.5 ± 3.5</td>
<td>77.5 ± 3.6</td>
</tr>
<tr>
<td>3 classes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 obj</td>
<td>14%</td>
<td>49%</td>
<td>54%</td>
<td>40%</td>
<td>62%</td>
<td>96%</td>
<td>98%</td>
</tr>
<tr>
<td>30 obj</td>
<td>5%</td>
<td>17%</td>
<td>25%</td>
<td>10%</td>
<td>19%</td>
<td>88%</td>
<td>91%</td>
</tr>
<tr>
<td>30 obj</td>
<td>291.3 ± 27.5</td>
<td>98.5 ± 5.1</td>
<td>99.2 ± 4.7</td>
<td>421.6 ± 30.5</td>
<td>535.0 ± 26.9</td>
<td>152.3 ± 5.6</td>
<td>131.5 ± 5.1</td>
</tr>
<tr>
<td>4 classes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 obj</td>
<td>6%</td>
<td>30%</td>
<td>60%</td>
<td>29%</td>
<td>57%</td>
<td>95%</td>
<td>97%</td>
</tr>
<tr>
<td>30 obj</td>
<td>0%</td>
<td>0%</td>
<td>12%</td>
<td>4%</td>
<td>8%</td>
<td>85%</td>
<td>89%</td>
</tr>
<tr>
<td>30 obj</td>
<td>N. A.</td>
<td>113.0 ± 13.4</td>
<td>108.1 ± 4.2</td>
<td>525.7 ± 10.3</td>
<td>726.5 ± 36.0</td>
<td>182.6 ± 5.0</td>
<td>162.6 ± 4.6</td>
</tr>
<tr>
<td>Average Success</td>
<td>10.0%</td>
<td>38.2%</td>
<td>47.8%</td>
<td>25.8%</td>
<td>44.0%</td>
<td>93.5%</td>
<td>95.2%</td>
</tr>
</tbody>
</table>

Iterated Local Search (ILS): The algorithm as described in [15] adapted to our problem. For a fair comparison, the algorithm operates on the same discrete action space \( A \) and is only equipped with a random rollout policy, i.e., no problem-specific heuristics. In contrast to MCTS, the ILS algorithm is designed to construct a long pushing trajectory that eventually reduces the distance to a goal state. In our case, due to the random rollout policy, the trajectories produced by ILS vary greatly. This poses a problem if we replan after each action. The robot may frequently change direction, which results in little to no progress in the sorting task. To alleviate this, we employ the following meta-algorithm for closed-loop execution. In each step, we execute ILS to generate a new trajectory and compare it to the trajectory planned in the previous step. Only if the new trajectory is predicted to lead to a sorted or a state with greater reward \( g(x) \), do we switch to the new trajectory. Otherwise, we keep executing the old trajectory. We evaluate ILS algorithm for \( n = 500 \) iterations of local search of depths \( d_{\text{max}} = 3, 6 \).

Ours-avg: MCTS as shown in Algorithm 1 but with averaged rewards in Eq. (10). The algorithm is run for \( n_{\text{max}} = 500 \) iterations.

Ours: MCTS as presented in Sec. V. The algorithm is run for \( n_{\text{max}} = 500 \) iterations.

We query all algorithms to solve six cube-sorting tasks with different numbers and classes in simulation. The results are shown in Table I, in which Greedy-policy is not included as it fails in all the problems. We observe that the Greedy-one-step performs poorly, indicating that greedily maximizing \( g(x) \) is insufficient to solve the sorting tasks. In particular, the lack of guidance on the robot motion makes this simple baseline struggle. The Greedy-rollout achieves a good success rate on the easiest problem but rapidly declines as the problem becomes more complex. This demonstrates the benefits of selecting actions based on long-horizon rollouts. The same observation can be made from the performance of the MCTS-no-rollout. While it can improve over the performance of the Greedy-rollout, it is clearly outperformed by MCTS with rollouts (Ours-avg, Ours).

While the ILS algorithm can also solve some instances of our sorting problem, it performs poorly. This comes at no surprise, as ILS is not designed for rollout policies that are as uninformed as the random policy. The tree search in MCTS, in contrast, improves upon its uninformed rollout policy and is capable of solving more difficult tasks at high success rates and with much fewer actions than the baselines. Lastly, while using different state-action functions has a similar success rate, we observe that using the maximum reward as in Eq. (10) leads to on average fewer number of required actions.

C. Different Sorting Tasks

Next, we evaluate the MCTS algorithm on more challenging problems. In these experiments, we modify the algorithm to enhance its performance while keeping runtime low. Specifically, we introduce two additional parameters \( n_{\text{min}} \) and \( \nu_t \) to dynamically adjust the maximum number of iterations. MCTS runs for at least \( n_{\text{min}} \) iterations in each step of the sorting algorithm. If the best encountered reward value \( \hat{g} \) in those rollouts does not sufficiently improve over the current state’s reward, \( \frac{\hat{g} - g(x)}{|g(x)|} < \nu_t \), the algorithm runs MCTS for additional \( n_{\text{min}} \) iterations. This is continued until either a sufficiently good \( \hat{g} \) has been observed or \( n_{\text{max}} \) iterations have been reached. Unless stated otherwise, we set \( n_{\text{min}} = 500 \), \( n_{\text{max}} = 1500 \) and \( \nu_t = 0.2 \).

Table II: Quantitative results of sorting different number of objects and classes.

<table>
<thead>
<tr>
<th>Settings</th>
<th>20 objs</th>
<th>25 objs</th>
<th>30 objs</th>
<th>35 objs</th>
<th>40 objs</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 classes</td>
<td>100%</td>
<td>99%</td>
<td>97%</td>
<td>89%</td>
<td>84%</td>
</tr>
<tr>
<td>3 classes</td>
<td>99%</td>
<td>95%</td>
<td>94%</td>
<td>87%</td>
<td>77%</td>
</tr>
<tr>
<td>4 classes</td>
<td>99%</td>
<td>94%</td>
<td>90%</td>
<td>78%</td>
<td>71%</td>
</tr>
<tr>
<td>Avg</td>
<td>99.3%</td>
<td>96.0%</td>
<td>93.7%</td>
<td>84.7%</td>
<td>77.3%</td>
</tr>
</tbody>
</table>

Similar to the experiments in Sec. VI-B, we first query the algorithm to sort more randomly placed cubes. The results are shown in Table II. For the more complex test cases with up to 40 objects, we observe success rates of more than 75%. According to the increased complexity, we observe much larger numbers of required actions than in the simpler cases.

Next, we query the algorithm to sort scenes containing cubes and non-convex U-shaped objects, see Fig. 5. The U-shaped objects can easily entangle, or trap a cube, which makes it hard to rearrange these objects. The results shown
These are the most difficult problems, as it is hard to recover quantitative results of sorting more iterations are unsurprisingly beneficial. Accordingly, the rollout policy. For both policies, a larger rollout depth and policy, it further validates that MCTS provides a gain over the benefit of using the learned policy over the random one. By comparison with the zero success rate of using Greedy-policy, it further highlights that MCTS provides a gain over the rollout policy. For both policies, a larger rollout depth and more iterations are unsurprisingly beneficial. Accordingly, the dynamic adjustment of iterations leads in both cases to an improvement in success rate. It is noteworthy that the learned policy can even achieve better results than the random one when using fewer iterations or a shorter rollout depth.

### D. Evaluation Under Uncertainty

In our last experiments, we evaluate the algorithm’s performance under modeling error in the physical parameters. We first perform experiments in simulation to solve different cube-sorting tasks with a fixed number of iterations \( n_{\text{max}} = 500 \). To simulate modeling error, we add Gaussian noise \( N(0, \sigma \cdot c_f) \) on the contact friction coefficient \( c_f \) between objects and the ground when simulating the execution of an action. We test with mild noise \( p = 0.5 \) and severe noise \( p = 0.75 \). The results are shown in Table III. In most cases, the noise has little effect on the success rate. We can observe, however, an increase in the average number of actions needed, which indicates an error-correcting behavior.

Lastly, we run the planner on a real ABB Yumi for two test cases: sorting \( 2 \times 6 \) cubes and sorting \( 3 \times 5 \) cubes. Due to hardware limitations, the workspace in these experiments is with \( 39cm \times 25cm \), significantly smaller than in the previous experiments. For each case, we run 20 trials from the same initial configuration. The results are reported in Fig. 7. While in simulations we observe very few failures for these test cases, we observe more on the real robot. All failures on the real robot occurred due to pushing a cube out of bounds. This clearly highlights a vulnerability against uncertainty in states close to the boundary. As long as cubes are well within the workspace, however, the closed-loop approach compensates for modeling errors. This is reflected in the increase in the average number of actions needed to solve both cases.

### E. Runtime

We parallelized the MCTS in implementation and ran it with 8 threads on an Intel i7-7820X. As GPU for the learned policy, we used \( 2 \times \text{NVIDIA GTX 2080Ti} \). The learned policy network contains 11.69M parameters, with an inference time of 2.55ms. For all results with random policy presented in Table II, the average planning time per action is 2.16s. For the sorting tests with immovable obstacles under the 500-1500-3 setting in Fig. 6, the average planning time per action is 3.09s with random policy and 4.37s with learned policy.
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Fig. 7: Quantitative real robot experiments with an ABB Yumi on
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respectively. For the comparison in simulation, 100 trials were run.

VII. CONCLUSION

We addressed a planar non-prehensile sorting task, where a robot needs to separate many objects according to user-defined class membership. In this problem, the robot needs to disentangle, circumnavigate and simultaneously push multiple objects. We adopted Monte Carlo tree search to solve this task and observed its effectiveness in various sorting scenarios, despite only being equipped with a random rollout policy. In addition, we observed that we can improve the algorithm’s performance by equipping it with a learned rollout policy trained from planning experiences.

These results are encouraging to further develop the use of MCTS for non-prehensile rearrangement. In future work, we intend to extend the approach to minimize the number of actions needed to achieve a sorted state. Further, the heuristic reward could be replaced by a value function trained from sorting experience to better estimate the states. Lastly, we believe the efficiency can yet be further improved from reusing previously grown search trees to save computation time.
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