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Abstract

Nonprehensile rearrangement is the problem of controlling a robot to interact with objects through pushing actions in order to reconfigure the objects into a predefined goal pose. In this work, we rearrange one object at a time in an environment with obstacles using an end-to-end policy that maps raw pixels as visual input to control actions without any form of engineered feature extraction. To reduce the amount of training data that needs to be collected using a real robot, we propose a simulation-to-reality transfer approach. In the first step, we model the nonprehensile rearrangement task in simulation and use deep reinforcement learning to learn a suitable rearrangement policy, which requires in the order of hundreds of thousands of example actions for training. Thereafter, we collect a small dataset of only 70 episodes of real-world actions as supervised examples for adapting the learned rearrangement policy to real-world input data. In this process, we make use of newly proposed strategies for improving the reinforcement learning process, such as heuristic exploration and the curation of a balanced set of experiences. We evaluate our method in both simulation and real setting using a Baxter robot to show that the proposed approach can effectively improve the training process in simulation, as well as efficiently adapt the learned policy to the real world application, even when the camera pose is different from simulation. Additionally, we show that the learned system not only can provide adaptive behavior to handle unforeseen events during executions, such as distraction objects, sudden changes in positions of the objects, and obstacles, but also can deal with obstacle shapes that were not present in the training process.
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1. INTRODUCTION

The skill of object rearrangement under the presence of obstacles is essential for object manipulation in cluttered and unstructured environments \cite{1, 2, 3, 4}. However, the classical pick-and-place approaches to object rearrangement fundamentally rely on three further and nontrivial skills: grasping objects \cite{5, 6, 7, 8}, motion planning \cite{9, 10}, and placing objects \cite{11}. For successful rearrangement, the object has to be secured in the robot’s manipulator considering mechanical grasp stability, then it has to be moved around the obstacles considering the forces acting on the object, and finally, it has to be released at the target location making sure that it remains standing upright. This not only requires that the object, for its weight and size, is graspable but also depends on small uncertainties about the object’s shape and pose for synthesizing grasps and motions, which renders the pick-and-place approach to object rearrangement into a challenging problem.

In many applications, it is however more prudent to assume that perception is uncertain and incomplete, and that reliable grasping for transport is virtually unattainable. In such a scenario, it is more meaningful to instead leverage nonprehensile actions in the form of pushing and sweeping actions \cite{1, 3, 12, 13, 14, 15}. Such multi-contact interactions are often observed in human manipulation behavior because they are more robust and reliable under uncertainty \cite{16, 12, 17}. Subduing the difficult problems of grasp and motion synthesis in this way, however, raises the problem of creating complex robot-object interactions which are difficult to model and plan. For this reason nonprehensile rearrangement is usually addressed under simplifying assumptions such as complete observability or known object geometry \cite{18, 15}.

Although classical planning-based approaches can address this problem via careful modeling of interactions, estimating physical properties, and reconstructing states from perception data, we propose to consider nonprehensile rearrangement as a model-free, end-to-end learning
Problem. Using reinforcement learning, we can leverage the robot’s own experience. Similarly to other learning-based manipulation systems [19], this approach removes extensive engineering of perception and reasoning components and allows adapting the system to changing conditions by learning without re-modeling of components.

Deep reinforcement learning policies have recently shown a high level of performance on end-to-end visual control problems, however, this required in the order of hundreds of thousands of data points to succeed [20]. The collection of such an amount of training data in real-world settings usually depends on simple automatic reset of the task, additional instrumentation for feedback signals, and a highly parallelized training setup [21, 22]. For this reason end-to-end reinforcement learning is often only demonstrated in virtual tasks such as computer games and simulated systems [20, 23, 24, 25].

In our task of nonprehensile rearrangement, automated training data collection would have to place obstacles at random positions and transport the manipulation object back to the starting location for every reset. This would require to automate a problem of the type we want to solve in the first place, which is the reason why we deem fully automated data collection impractical for our purpose. Since we are still interested in a robot performing nonprehensile rearrangement in reality, we instead draw on the concept of transfer learning [26, 27]. Concretely, we train the rearranging policy in simulation where training experience can be obtained at low cost and then transfer the learned policy to real-world input data.

To this end, we model the nonprehensile rearrangement task in a general purpose robot simulator [28] with close resemblance to reality in terms of visual data and physical behavior of robot and objects. After training the rearrangement policy in simulation, we collect a comparatively small amount of real-world data in a calibrated robot setup. In this process, we use additional sensors and computer vision techniques to extract all relevant information such as object and obstacle positions from real-world data and recreate the perceived situation in simulation. This provides a set of real-world perception data for which we can, with a detour via their simulated recreation, provide the corresponding actions from the previously learned policy as supervision labels. Finally, we use pairs of perception and action labels in supervised learning to adapt the previously learned policy to real-world input data. The different steps of this approach are shown in Figure 1. In our experiments, we explore different ways of adapting and modifying the policy model in the last step.

When learning the end-to-end rearrangement policy in simulation, we employ a reinforcement learning method that is based on fitting the state-action value function with a deep neural network [20]. This is known to be unstable and prone to diverge because of, among others, temporal correlation in training data and the stability-plasticity dilemma. A common remedy is randomizing over the data...
combined with periodically updating target values. In our task, however, learning is confronted with another hampering bias in the training data distribution: Random exploration again and again leads to collision with obstacles and predominantly provides experiences of failure in terms of the task. In our experience, this constitutes an impediment for learning which leads to the robot never obtaining a policy that solves the task.

To address this issue, we proposed two methods to achieve a balanced training data set in our previous work. First, we define a task-specific behavior policy for the off-policy reinforcement learning algorithm. This policy uses an environment-based potential field to increase the probability of high-reward actions by reducing the number of collisions but does not preclude collisions completely. Second, we introduce active curation of the training data set which adjusts the data insertion probabilities according to the current ratio of success and failure experiences in the data set. This makes sure that randomized access to the training data set retrieves success and failure experience most equally and results in informative gradients for learning the state-action value function.

For evaluation, we consider a table top rearrangement task where object and obstacles are colored cubes and the target location is indicated by a colored marker as seen in Figure 1. Even though the robot is trained with only two randomly placed obstacles, the learned policy can deal with up to four obstacles at the same time. When the camera pose is altered in reality, the transferred policy shows similar performance as in simulation. When the camera pose is altered in reality, the transferred policy can still execute the task with a small decrease in performance. Different from classical open-loop planning, our approach produces a closed-loop policy that can react to unpredictable changes such as moving and appearing obstacles or variable friction without the need of computationally expensive re-planning.

In this paper, we integrate our past work on learning the nonprehensile rearrangement task in simulation (described in Section 3 and Section 6) as well as our additional efforts with regard to transferring the learned policy to reality (Section 5 and Section 7). Our contributions are thus:

1. modeling the nonprehensile rearrangement task as a reinforcement learning problem,
2. enabling learning the task in simulation with (a) heuristic action sampling for exploration and (b) active training data set curation,
3. transferring the learned policy to a real robot with supervised examples, and
4. evaluation of different ways to transfer the learned policy by adapting and modifying the policy model.

After presenting related literature in Section 2, we formulate the problem and state our assumptions in Section 3. In Section 4, we describe how we learn the policy in simulation and explain in Section 5 how we transfer the policy to reality. Section 6 and 7 contain experimental evaluation in simulation and reality, respectively. Our concluding comment are found in Section 8.

2. RELATED WORK

In this section, we first review the literature about nonprehensile manipulation for rearrangement using classical methods and analyze their limitations. Then, we survey learning-based solutions for robotic manipulation without transfer between simulation and reality. Finally, we discuss works with real-world robots that use domain transfer learning and compare them to our transfer approach.

Most works based on nonprehensile manipulation for rearrangement problems employ classic methods. For instance, Haustein et al. used sampling-based planning. In their work, they use a free-floating end-effector to avoid expensive planning in configuration space and rely on a black-box physics model for planning with kinodynamic-RRT. The algorithm searches for dynamic transitions between statically stable states and can exploit interaction with the environment. Similar to our approach, they assume quasi-static dynamics for planar pushing and project the actions to a constraint manifold parallel to the support surface. Different to our approach, the actions space is separated in so-called object-centric and robot-centric actions.

Different from the closed-loop planning approaches, King et al. proposed a Monte Carlo Tree Search-based method to create open-loop trajectories. Their algorithm uses learning from demonstration and plans in a simplified subspace in order to produce more useful trajectories as compared to random sampling which accelerates the search process.

However, nearly all these methods assume complete observability of the state from visual perception for planning, which is impractical or even impossible in most of applications. In addition, to deal with the complex dynamics of interacting with physical bodies, physical properties are often assumed to be known to keep planning of action sequences tractable. Similar to our work, dynamics are often simplified by assuming a quasi-static model to reduce complexity, which conveniently allows solutions based on motion primitives. Moreover, these planning-based methods are time-consuming, such that they are practically only used for static environment and are unable to do real-time re-planning when the scene is changed from external influences.

To address the stated issues, some researchers applied learning methods to robotic manipulation. For instance, used supervised and unsupervised learning methods to learn grasping from a large number of data, while learned tasks from demonstrations. However, their tasks were relatively simple and the environment was static. For pushing tasks, used visual model predictive control but did not
automatically identify and consider the obstacles. If training is directly done on a real robot, examples are difficult and expensive to collect. This was addressed by training with multiple robots in parallel \cite{22} and demonstrations of the task \cite{38}. The first option requires that the task is easy to reset and the second option can introduce human bias. When learning is done in simulation to have easier access to more data, the resulting system is not applied to reality \cite{32}, or the system has to forgo access to raw sensor data to avoid the gap between simulation and reality \cite{14} \cite{15}.

A better solution to this problem is training in simulation and then transferring to reality. There are two dominant ways to do domain transfer from simulation to reality: One is reducing the discrepancy between simulation and reality, and the other is learning to extract features that are invariant for different domain such that they work in both domains. For the latter concept, some works tried to introduce variance into the simulation environment by employing randomization \cite{10} \cite{27} \cite{50}. This increases the robustness of the learned policy, which then allows the robot to still perform in reality. We evaluate such approach as a baseline in our experiments. Other works translated simulated perception data to realistic sensor data using Generative Adversarial Networks (GANs) \cite{51} \cite{52} \cite{53}, to make the gap between training data in simulation and real-world measurements small. For the latter approach, some works introduced confusion loss to confuse the network when training \cite{54}, while others transmitted the hidden activations of one network to another \cite{55}. The work of \cite{56} is most similar to ours: Their approach uses weak pairwise matching to learn a domain-invariant representation from vision to action space.

Most domain transfer works require that the position and viewing angle of the camera in reality is the same as in simulation. This assumes that the discrepancy is mainly manifested in color features rather than in position or scale of the observed scene. Thus, the transfer can be done in a pixel-to-pixel manner \cite{51} \cite{52} \cite{53} \cite{54} \cite{55} \cite{56}. Our method, however, can work with a distinct camera position, with few aligned data points, and requires only a short training time. Different from \cite{51} \cite{55} \cite{56}, our simulation-to-reality transfer operates on state-action values while their approaches transfer in action space. Overall, our work treats perception and planning together without the knowledge of the explicit physical model and dynamics. We leverage on convolution neural network to recognize the scene and understand the task. In our case, deciding on actions is a very fast end-to-end process, which allows adaptive behavior when the environment is changing unexpectedly. To make our system operate in reality, we train the network in simulation, which is tractable and efficient, and then do the transfer from simulation domain to reality. To our knowledge, this is the first time of addressing a real-world nonprehensile rearrangement problem with obstacles utilizing deep reinforcement learning.

### 3. PROBLEM STATEMENT

In this section, we describe our version of the nonprehensile rearrangement problem, state relevant assumptions, and introduce notation and terminology for the reminder of the paper. At the end of this section, we formalize the policy learning objective in simulation and the transfer learning objective.

#### 3.1. Task and Assumptions

Since we are mainly interested in studying the learning and transfer of a nonprehensile rearrangement policy, we restrict ourselves to a particular instance of the task such that variations in size, shape, weight and other properties of the object, obstacles, and robot do not introduce additional difficulties. Therefore, we consider the situation depicted in Figure \ref{fig:teaser}, where a robot with a nonprehensile manipulation tool is tasked with moving a cube-shaped manipulation object on a table top past a set of cube-shaped obstacles to a squared visual indicator for the target location. Initially, the target location and the manipulation object are situated in the half-space in front of the tool.

In this setting, we assume that the robot can move the manipulation tool parallel to the table top to any location on the surface but keeps the tool always oriented along the table’s $Y$-axis. This removes the need for considering kinematic constraints. We also assume that the robot is capable of pushing the manipulation object effortlessly across the table and that friction is large enough to render the interaction quasi-static. This removes the need for considering momentum in robot or object motion and allows us to consider rearrangement in discrete time steps. To make the task solvable, we further require that during tests there exists at least one path to the target position that is not fully blocked by obstacles.

Despite the simplifying assumptions stated above, the task is still challenging: First, the physical properties of the environment are unknown, which makes it hard to predict future states. Additionally, the robot’s execution of actions in the real world is unreliable and perception of exact poses of objects and obstacles might be occluded. Given that the robot can only perceive the scene from camera images as seen in Figure \ref{fig:teaser}, it is clear that a trivial hard-coded approach, for example a rule-based system, would be hard to design. We also demonstrate in Section \ref{sec:experiments} that a trivial approach such as moving the gripper with the object on a straight line to the target location is not successful because it leads to collision in over 90% of all cases.

#### 3.2. Definitions and Notations

Solving the task is structured as a sequential decision-making problem, where in each time step $t$, the robot perceives one observation and has to decide on an action until the task terminates with success or failure.
Observations. An observation $x \in X$ is a $128 \times 128$ RGB image (49152 dimensions) taken from a camera pointing at the table top. Examples of observation in simulation and reality are seen in Figure 1. In the images, the manipulation object is seen in blue, the obstacles in red, the target location in green. The robot arm with the attached manipulation tool can occlude parts of the scene. In notation, we differentiate between simulated observations $x_{\text{sim}}$ and $x_{\text{real}}$, if necessary.

Actions. An action $a \in A$ translates the manipulation tool parallel to the table top by a constant offset $d_a \in \mathbb{R}^+$. There are five predefined motion directions as depicted in Figure 2, which allow a large set of trajectories but no backward movement.

Episodes. An episode $E$ consists of a sequence of observations and actions that is terminated by either success or failure. We index the set of episodes by $k$ and use time steps $t = 1, 2, \ldots, T \leq T_{\text{max}}$ within episodes where $T$ might be different from episode to episode. Episodes are artificially terminated after $T_{\text{max}}$ steps.

Success and Failure. An episode only terminates with success if the manipulation object reaches the target location. In any other case termination is caused by failure. The latter can be caused by timeout (i.e. $T_{\text{max}}$ steps are reached), collision with an obstacle, or bound violation (i.e. moving the tool outside of the work-surface). Bound violation as a failure mode implies that the robot has to learn to keep the tool in a kinematically feasible space.

Grounding Labels. During the learning process in simulation, the algorithm has access to the following 2D positions relative to the table top's frame: Manipulation object position $p_{\text{man}}$, tool position $p_{\text{tool}}$, target location $p_{\text{target}}$, and for each obstacle $i$ the position $p_{\text{obs},i}$. The positions are all measured in centimeters. Based on these we derive predicates for success and failure.

3.3. Policy Learning Objective

Since our action space is finite, we pose learning the rearrangement policy as a model-free Q-learning problem [57]. The goal of Q-learning is to recover the optimal state-action value function, called Q-function. The optimal Q-function is defined as the discounted cumulative sum of future rewards after making observation $x$ and taking action $a$,

$$Q^*(x, a) = \max_{\pi} \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r_{t+i} \mid x_t = x, a_t = a \right],$$

where the symbol $\pi$ stands for a policy $\pi : X \rightarrow A$. For this formulation, we have to provide a feedback signal $r_t$ that models the nonprehensile rearrangement task.

In Section 4.1 we define the feedback signal $r_t$ in terms of grounding labels and in Section 4.2 we explain how we use the Deep Q-learning algorithm [20] to learn the optimal Q-function in simulation, $Q_{\text{sim}}$.

3.4. Transfer Learning Objective

The optimal Q-function implicitly represents the optimal policy as a greedy action choice [55],

$$a^* = \arg \max_{a \in A} Q_{\text{sim}}(x_{\text{sim}}, a).$$

As a consequence, we can transfer the optimal policy by directly transferring $Q_{\text{sim}}$ from simulation to $Q_{\text{real}}$ in reality. Given pairs $(x_{\text{sim}}, x_{\text{real}})$ of observations of the same situation in simulation and reality, this is a supervised learning problem.

In Section 5 we explain how we collect the pairs of corresponding images $(x_{\text{sim}}, x_{\text{real}})$ and how we optimize $Q_{\text{real}}$ to map to the same value as $Q_{\text{sim}}$. Thereafter, we also discuss different initializations and models of $Q_{\text{real}}$ based on $Q_{\text{sim}}$.

4. POLICY LEARNING

In this section, we explain how we learn the nonprehensile rearrangement policy in simulation with the Deep Q-learning algorithm [20]. First, we model nonprehensile rearrangement as a reinforcement learning problem by defining a task-dependent feedback signal and explain our model for the Q-function $Q_{\text{sim}}$. After that, we describe our behavior policy that samples high-reward exploration actions and explain how we obtain informative gradients by curating a balanced training data set. The complete algorithm is shown in Listing 1 below.

4.1. Feedback Signal

In the formalism of reinforcement learning, the transition feedback signal (also called reward) implicitly specifies the task. In our nonprehensile rearrangement problem, we want to use the manipulation tool to move the manipulation object to the target location without colliding with obstacles or leaving the work-surface with the tool within a limited mount of time, as described in Section 3.3. This task can be modeled by a feedback signal $r_{\text{task}}$ that is positive when the target location is reached and negative in cases where there is a collision, where the tool leaves the
work-surface, or where the maximum number of steps is reached.

We define this feedback signal using four different case-based signals $r_{goal}^t$, $r_{coll}^t$, $r_{bound}^t$, and $r_{time}^t$ that only take two different values. For signals $r_{coll}^t$, $r_{bound}^t$, and $r_{time}^t$ the value is $-1$ when the condition is fulfilled while the default value is $\infty$. In contrast, the signal $r_{goal}^t$ is set to 1 if the condition is fulfilled and 0 otherwise. These definitions allow us to write the feedback signal $r_{task}^t$ as

$$r_{task}^t = \min \left\{ r_{goal}^t, r_{coll}^t, r_{bound}^t, r_{time}^t \right\},$$

such that we result with reward 1 if the robot succeeds in the task, $-1$ if it fails, and 0 otherwise.

In more detail: We provide positive feedback when the object is close enough to the target location,

$$r_{goal}^t = 1 \iff \| p^t_{man} - p^t_{target} \| < \epsilon_{suc},$$

and give negative feedback when any obstacle $i$ has been moved,

$$r_{coll}^t = -1 \iff \exists i: \| p^t_{obs,i} - p^t_{0,obs,i} \| > \epsilon_{fail},$$

the tool leaves the work-surface (bound violation),

$$r_{bound}^t = -1 \iff p^t_{tool} \notin \text{work-surface},$$

or the maximum number of steps is reached (timeout)

$$r_{time}^t = -1 \iff t = T_{\text{max}}.$$  

In our nonprehensile rearrangement task the above definitions result in a delayed and sparse feedback signal at the end of each episode, which makes temporal-difference learning difficult. Especially at the beginning of the learning process, the feedback signal $r_{task}^t$ will predominantly be negative, which in our experience leads to a slow learning process. While reward shaping (i.e. the modeling of sub-tasks in the feedback signal) can have adverse effects [58], we found that adding a signal $r_{tool}^t$ that keeps the tool close to the manipulation object and a signal that rewards moving the object closer to the target location $r_{target}^t$ is pertinent to learning the task. The overall feedback signal $r_t$ is then defined as

$$r_t = \alpha_1 r_{tool}^t + \alpha_2 r_{target}^t + \alpha_3 r_{task}^t,$$

with weights $\alpha_1 = 0.1$, $\alpha_2 = 0.2$ and $\alpha_3 = 1$.

Concretely, the sub-task feedback signal, $r_{tool}^t$, increases when tool and manipulation object get closer to each other during the transition,

$$r_{tool}^t = \frac{1}{d_{\text{man}}} \left( \| p_{t-1} - p_{t} \| - \| p_{t} - p_{t}^{man} \| \right).$$

The sub-task feedback signal, $r_{target}^t$, increases when the manipulation object and the target location get closer during the transition,

$$r_{target}^t = \frac{1}{d_{\text{task}}} \left( \| p_{t}^{man} - p_{t}^{target} \| - \| p_{t}^{target} - p_{t} \| \right).$$

We note that in our task, the sub-task signal $r_{tool}^t$ is never in conflict with the overall task since the tool has to be close to the manipulation object to move it. Differently, the sub-task signal $r_{target}^t$ can conflict with the overall task when the tool has to move strictly sidewards (using action 1 and 5) to avoid an obstacle. However, both signals are scaled such that their range is small compared to $r_{task}^t$ and their influence becomes minor after the initial learning phase.

4.2. Deep Q-Learning

Our input space of RGB images is continuous and high-dimensional. For this reason, we employ the Deep Q-learning algorithm [20] which models the Q-function $Q^{sim}$ as a deep convolutional neural network that maps to the state-action value of each action $a \in A$ in parallel. We reflect this in notation by writing $Q^{sim}(x^{sim}, a; \theta)$ where $\theta$ is the parameters of the network. Below we first explain our model for $Q^{sim}$ and then detail the learning strategy.

4.2.1. Function Model

We follow a common approach in modeling Q-functions [20] and represent $Q^{sim}$ with a sequence of convolution and pooling steps followed by several fully connected layers. The convolutional and pooling steps take one observation $x^{sim}$ with $128 \times 128$ RGB pixels and map to a low-dimensional representation which is mapped to state-action values by the fully connected layers. The convolutional part consists of six convolutional layers with Rectified Linear Units (ReLU) as activation function to extract the feature map, and four max-pooling layers to reduce the size of the output. The model is visualized as the top network in Figure 3.
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4.2.2. Learning the Q-Function

Q-learning is based on bootstrapping with single state transitions \((x, a, r, x')\). This means that the next target value for \(Q_{\text{sim}}(x, a)\) is defined by the transition reward \(r\) and the so-far learned state-action value of the following state \(x'\). However, representing \(Q_{\text{sim}}\) by a nonlinear function approximator, as explained in Section 4.2.1 above, can lead to instability and divergence during bootstrapping because of temporal correlation of transitions [59]. This problem is commonly addressed by experience replay [20] [29] [30] [31] and by training separate target and primary networks. The separate networks have parameters \(\theta^f\) and \(\theta^p\) respectively, and are updated by optimizing the following loss function:

\[
\mathcal{L}(\theta^p) = \mathbb{E}_{(x, a, r, x')} \left( r + \gamma \max_{a' \in A} Q(x', a'; \theta^f) - Q(x, a; \theta^p) \right)^2.
\]

(11)

Experience replay stores single transitions \((x, a, r, x')\) in a training data set \(D\) called replay buffer and uses them to optimize the primary network. In practice the loss function \(\mathcal{L}(\theta^p)\) is approximated by sampling transitions \((x, a, r, x')\) from the replay buffer \(D\) according to some distribution. It is therefore important that the sampled transitions are representative and cover the whole state-actions space. Otherwise, the estimated gradients are uninformative and worse in the worse case previously learned progress can be lost [20]. The target network parameters \(\theta^f\) are updated towards the primary network parameters \(\theta^p\) based on a certain schedule with a small learning rate \(\eta^f\):

\[
\theta^f \leftarrow (1 - \eta^f) \theta^f + \eta^f \theta^p,
\]

(12)

which leads to slow adaptation but increases learning stability.

Reinforcement learning algorithms have to tradeoff between exploring new areas of the state space and exploiting the so-far learned policy. Since in our case exploiting with a poor initial training policy rarely leads to successful episodes, we employ a training schedule with three different phases [20]. For the first \(K_1\) episodes, we employ only exploration to train state perception. After that, we proportionally increase the exploration probability \(P_{\text{exploit}}\) until episode \(K_2\). After that, we only train with exploitation for learning the state-action value function.

4.3. Behavior Policy with Informed Action Sampling

Q-learning is an off-policy reinforcement learning algorithm which means, that during training episodes, actions can be selected at random. This allows us to collect transitions for learning with a behavior policy that is different from the learned policy to exploit background and domain knowledge. Usually, the behavior policy is an \(\epsilon\)-greedy policy which most of the times follows the so-far learned Q-function and less often selects a random action. It can, however, be useful to assist an off-policy learning algorithm by exploring high-reward regions [60]. In our case, taking random exploration actions quickly fills the replay buffer \(D\) with transitions that lead to failure in the task. This is because random tool movements easily cause collisions. As a result, the replay buffer is biased towards experience with negative outcome which leads to slow progress towards learning in the task.

For our nonprehensile rearrangement task, we are particularly interested in a complete exploration heuristic that samples actions such that collisions are infrequent but that does not preclude certain types of experiences a priori.
One way to create an informed sampling heuristic is to model the environment by a potential field $U$ and to derive from it an action distribution $P_A$ which depends on local potential change. Such a distribution has a lower frequency of actions moving the tool close to obstacles, because it increases potential, and higher frequency of actions moving the tool into an obstacle-free region, because it decreases potential as illustrated by blue dots in Figure 4.

Specific to our nonprehensile rearrangement task, we model the table top environment by a mixture of two-dimensional and smooth object potential function $U(p)$. The potential function for each obstacle $i$ is factorized according to dimensions and centered at the obstacles position $p_{\text{obs},i}$:

$$U_i(p) = \varphi(p_x; p_{\text{obs},i}, \sigma_x) \varphi_y(p_y; p_{\text{obs},i}, \sigma_y),$$

(13)

where subscript $x$ and $y$ are used to refer to dimensions one and two respectively. The individual factors are defined by the normal distribution function $\varphi$ and the skew-normal distribution function $\varphi_y$ with shape parameter $\alpha$ for modeling obstacles. Since we assume that the tool is oriented along the $Y$-axis, this means that the potential field is steeper in front of an obstacle which puts stronger emphasis on avoiding collisions.

Similar to a common approach in planar navigation [61], we identify locally optimal motion directions $\theta \in [0, 2\pi]$ at a point $p \in \mathbb{R}^2$ by considering instantaneous potential change in the field with respect to a motion direction. To this end, we integrate the instantaneous potential change in $U$ at position $p$ over angle intervals $I_a$ for each action $a \in A$,

$$\Delta(a, p) = \int_{\theta \in I_a} \nabla_{v_\theta} U(p) \, d\theta.$$  

(14)

In this integral, we use the directional derivative of the potential field with respect to a vector $v_\theta = [\sin \theta, \cos \theta]^\top$,

$$\nabla v_\theta U(p) = v_\theta \frac{\partial U(p)}{\partial p},$$

(15)

which is defined by a dot product of the direction $v_\theta$ and the gradient vector where $|v_\theta| = 1$. We define the angle intervals $I_a$ by splitting the interval $\theta$ between $-\frac{1}{8}\pi$ and $\frac{5}{8}\pi$ into five equally sized segments centered at each action’s motion direction, as shown in Figure 2.

We model the distribution $P_A$ for sampling actions by relating the probability of an action to the instantaneous potential changes $\Delta(a, p)$. This means that higher change, which indicates increased required effort in the direction of an action, results in lower action probability. We therefore formulate the distribution $P_A$ using a normalized exponential function,

$$P_A(a \mid p) = \frac{\exp(-\Delta(a, p))}{\sum_{a' \in A} \exp(-\Delta(a', p))},$$

(16)

which assigns higher probability to larger instantaneous reduction of potential.

4.4. Estimating Informative Gradient

As explained in Section 4.3 before, at the beginning of learning our nonprehensile rearrangement task, episodes will predominantly terminate with failure. This means that the common approach of inserting every transition into the replay buffer $D$ and uniformly sampling to approximate $L(\theta')$ [20 62 63 64] will be heavily biased towards transitions that lead to failure. In our experience, this hampers learning to the extent that it can completely fail to solve the task. Instead, for successful training, experiences sampled from $D$ should be informative and representative. Such issues can be addressed by prioritizing certain types of experience [63].

In our experience, this means that sampled experiences should come from both successful and failing episodes in equal shares to provide informative gradients for optimizing the parameters $\theta'$. To avoid over-representing either failed or successful episodes in training data, we selectively store experiences in $D$. If the ratio of successful experiences $\rho$ in the replay buffer is below the threshold $\xi_{\text{min}}$, we store failing experience only with the probability $P_{\text{store}} = 0.1$. If, in contrast, $\rho$ is above the threshold $\xi_{\text{max}}$, we store success experience only with the probability $P_{\text{store}} = 0.1$. This algorithm is expressed in listing 2. In any case, if the replay buffer is filled to maximal capacity, the oldest experience is displaced by the new experience. In this way, we can reduce redundant data while still taking in new experience. In experiments we set $\xi_{\text{min}} = 0.3$ and $\xi_{\text{max}} = 0.7$.

5. POLICY TRANSFER

In this section, we explain how we transfer the policy that we learned in simulation to a real-world robot. As
Algorithm 2 Training Data Set Curation

1: Analyze episode $E$ for failure or success
2: if $E$ was success then
3: $P_{\text{store}} \leftarrow \begin{cases} 0.1, & \rho > \xi_{\text{max}} \\ 1, & \text{otherwise} \end{cases}$
4: else
5: $P_{\text{store}} \leftarrow \begin{cases} 0.1, & \rho < \xi_{\text{min}} \\ 1, & \text{otherwise} \end{cases}$
6: end if
7: for $e \in E$ do
8: Insert $e$ into $D$ (with displacement)
9: end for

described in Section 4, the policy is encoded by the Q-function which is modeled as a deep convolutional neural network $Q_{\text{sim}}$ and takes simulated camera images $x_{\text{sim}}$ as input. Therefore, we pose the problem of transferring the policy as learning a new function $Q_{\text{real}}$ on real camera images which outputs the same values as $Q_{\text{sim}}$ for real images $x_{\text{real}}$ that correspond to simulated $x_{\text{sim}}$ of the same scene. Conceptually, this means that we operate in three different data regimes: The training regime where we use simulation data $x_{\text{sim}}$ for learning the policy, the transfer regime where we use both, simulation $x_{\text{sim}}$ and real-world data $x_{\text{real}}$ with additional instrumentation for ground truth labeling, and the test regime where we only use real-world data $x_{\text{real}}$. Below, we first explain why this transfer is needed by describing the difference between the simulation and real-world. We then explain how we collect a data set of corresponding images $C$ for transfer learning and finally formulate the transfer as a supervised learning problem.

5.1. Difference between Simulation and Reality

Although robot simulators such as Gazebo [28] allow us to collect experience in a couple of hours that would take months to collect in reality, for end-to-end reinforcement learning, they have the drawback that they do not perfectly capture reality in terms of perception data and physical properties. Therefore, models that are trained only with synthetic data from a simulator cannot be expected to generalize well to real robots. For instance, in our case, the Q-function $Q_{\text{sim}}$ trained in Section 4 has a success rate of 0% when employed for controlling a real robot with real-world input data. This is exemplified in Figure 5, where $Q_{\text{sim}}$ moves the robot into a collision even though the direct path to the target location is unobstructed.

In our nonprehensile rearrangement problem, the main difference between the two domains lies in perception data. A simulated image and real camera image of identical situations show significant differences in color and reflection of light, as well as the relative and absolute size of objects, robot parts, and the table top surface. We argue that no matter how hard we try to model the real scene in simulation, the light and the camera position would not be exactly the same. Additionally, the predictable and repeatable nature of the simulation images and the wide, unpredictable diversity of real-world images makes bridging the gap even more difficult.

In contrast to the difference in visual perception, the difference in the relevant physical properties between simulation and reality is comparatively minor. As explained in Section 5.1, we assume that our nonprehensile rearrangement problem exhibits quasi-static dynamics. For this reason, interactions that occur in the nonprehensile rearrangement problem, are modeled with sufficient accuracy and we do not observe obvious difference.

5.2. Transfer Learning Data Set Collection

We collect a data set of pairs of corresponding images $C = \{(x_{\text{real}}, x_{\text{sim}})\}_i$ that show the same scene as a camera image $x_{\text{real}}$ and as a simulation rendering $x_{\text{sim}}$. Since re-creating a simulated scene in reality is difficult and involves precise manual adjustments, we decide to instead manually create random scenes in reality and automate re-creation of the scene in simulation. For this, we introduce an additional RGB-D sensor with a calibrated pose relative to the robot. With this sensor, we collect point cloud data $x_{\text{real}}$ that allows us to obtain all relevant information to re-create the scene virtually. The RGB-D sensor is placed at a different location than the robot’s camera and can see the whole table top without obstruction. This additional sensor is only available during data collection.
and therefore the algorithm in Listing 3 cannot be used to control the robot.

We begin by re-setting the real robot to one of its random starting states \(j \in J_0\) at the end of the table top and placing the manipulation object some distance in front of that region. Then, we randomly arrange the obstacles in the area between the target location and the manipulation object. In the next step, we collect the camera image \(x^{\text{real}}\) and point cloud data \(x^{\text{real}}\). Using computer vision methods we extract the obstacle positions \(\{p^{\text{obs}, i}\}_i\) and the position of the manipulation object \(p^{\text{man}}\) from \(x^{\text{real}}\). For this, we match the cube models with the 3D point cloud obtained form the depth sensor, using the Iterative Closest Point (ICP) [65, 66] algorithm. Point cloud data \(x^{\text{real}}\) and ICP results are exemplified in Figure 1. For practical reasons, the target location \(P^{\text{target}}\) is kept constant for transfer learning and evaluation in this paper and does not have to be extracted.

After initializing the simulation with the values of \(p^{\text{man}}, \{p^{\text{obs}, i}\}_i, \) and \(j\), we move the simulated and real robot in parallel to collect corresponding images using either random actions or optimal actions. For optimal actions, we use the rendered image \(x^{\text{sim}}\) and the learned Q-function \(Q^{\text{sim}}\) in Equation (2). In this way, we get the corresponding images \((x^{\text{real}}, x^{\text{sim}})\), which we collect in the data set \(C\). This process is summarized in Figure 4 and example pairs of images can be seen in Figure 1 (center) and Figure 5. Positions of manipulation tool, manipulation object, and obstacles in training data can be seen in Figure 8 in the experiment section.

### Algorithm 3 Transfer Data Set Collection

1. Initialize transfer data set \(C\)
2. for all transfer episodes do
   3. Re-set the real robot to initial joint state \(j \in J_0\)
   4. Manually create random scene in reality
   5. Perceive image \(x^{\text{real}}\) and point cloud \(x^{\text{real}}\)
   6. Extract \(\{p^{\text{obs}, i}\}_i\) and \(p^{\text{man}}\) from \(x^{\text{real}}\)
   7. Reset simulation with \(\{p^{\text{obs}, i}\}_i, p^{\text{man}}, \) and \(j_0\)
   8. Render image \(x^{\text{sim}}\) in simulation
   9. Add pair \((x^{\text{real}}, x^{\text{sim}})\) to \(C\)
10. while episode not terminated do
   11. Select optimal action \(a \leftarrow \arg\max_{a'} Q^{\text{sim}}(x^{\text{sim}}, a')\)
   12. Execute action \(a\) in simulation and reality
   13. Perceive image \(x^{\text{real}}\)
   14. Render image \(x^{\text{sim}}\) in simulation
   15. Add pair \((x^{\text{real}}, x^{\text{sim}})\) to \(C\)
16. end while
17. end for

#### 5.3. Supervised Policy Transfer

Using pairs of corresponding images \((x^{\text{real}}, x^{\text{sim}})\) \(\in C\) from the transfer learning data set and the already learned Q-function \(Q^{\text{sim}}\), we learn a new Q-function \(Q^{\text{real}}\) with supervised learning. Our goal is that \(Q^{\text{sim}}\) and \(Q^{\text{real}}\) map to the same values when provided with corresponding input images \(x^{\text{sim}}\) and \(x^{\text{im}}\). If this is the case, the same action is optimal in both simulation and reality which means that the same policy is encoded by \(Q^{\text{sim}}\) and \(Q^{\text{real}}\) for their respective domain.

To achieve this result, we have to minimize the difference in Q-value that is predicted by \(Q^{\text{sim}}\) and \(Q^{\text{real}}\) for each of the actions \(a \in A\). Our loss function for this learning problem therefore consists of the squared difference in Q-value summed over all actions,

\[
\mathcal{L}(\theta^{\text{real}}) = \sum_{i=1}^{|C|} \sum_{a \in A} \left(Q^{\text{real}}(x^{\text{real}}, a; \theta^{\text{real}}) - Q^{\text{sim}}(x^{\text{sim}}, a; \theta^{\text{sim}})\right)^2.
\]

In the equation above, \(\theta^{\text{real}}\) stand for the parameters of the Q-function on real images \(Q^{\text{real}}\) and \(\theta^{\text{sim}}\) stands for the parameters of the Q-function learned in simulation \(Q^{\text{sim}}\). The values of the latter, i.e. \(Q^{\text{sim}}(x^{\text{im}}, a; \theta^{\text{sim}})\), serve as the supervised targets for the former, \(Q^{\text{real}}(x^{\text{im}}, a; \theta^{\text{real}})\). First we considered learning the parameters of \(Q^{\text{real}}\) de novo utilizing only the comparatively small number of target values provided by \(C\) but this does not generalize well to other scenes, as discussed in experiments in Section 7. Similarly, we evaluated the naive approach of fine-tuning \(Q^{\text{sim}}\) starting with the parameters \(\theta^{\text{sim}}\) with real-world data, but the performance was not as good as in simulation, as reported in Section 7. For this reason, we decide to design the model for \(Q^{\text{real}}\) based on the model of the already learned function \(Q^{\text{sim}}\). Concretely, we initialize the model for \(Q^{\text{real}}\) with the structure and parameter values of \(Q^{\text{sim}}\) and then optimize the loss function in Equation (17) by modifying the structure and adapting the parameters. Our approach is motivated by the fact that structure and parameter values of \(Q^{\text{sim}}\) already contain task-relevant knowledge and only need to be adapted to the new domain.

In our experiments, we consider three different strategies of modifying and adapting the function model of \(Q^{\text{sim}}\) in order to learn \(Q^{\text{real}}\).

1. We retain the structure of \(Q^{\text{sim}}\) but re-initialize all parameters and train \(Q^{\text{real}}\) de novo as a baseline.
2. Since the difference between the two domains is primarily visual, we copy \(Q^{\text{sim}}\) exactly and then adapt only the parameters of the feature extraction part consisting of the convolution layers.
3. To provide more flexibility, we introduce two new fully connected layers after the convolutional part as shown in Figure 3 and adapt the convolutional layers and the two new fully connected layers.

For brevity we refer to these as learning de novo (LDN), adapting feature extraction (AFE), and adapting with additional flexibility (AAF).
6. POLICY LEARNING EXPERIMENTS

In this section, we evaluate our approach to learning a nonprehensile rearrangement policy in simulation. For this, we first present our simulation setup, describe data collection, and provide detail on model training. We employ the simulation setup to quantitatively evaluate the learned policy. Additionally, we provide qualitative examples that demonstrate how our approach reacts to sudden changes from external influences and what the effects of slight changes of physical properties are.

6.1. Simulation Platform and Setup

We use Gazebo [25] to simulate a Baxter robot. The simulation considers physical properties such as mass, friction, and velocities, but these are not known to the robot. A customized manipulation tool is mounted on the left hand of Baxter as seen in Figure 2. The robot only controls its left arm to interact with the environment and we use joint space motion planning [67] to generate the five controls its left arm to interact with the environment and we employ the simulation setup to quantitatively evaluate the learned policy. Additionally, we provide qualitative examples that demonstrate how our approach reacts to sudden changes from external influences and what the effects of slight changes of physical properties are.

6.2. Data Collection and Learning

For each training episode, we initialize the robot in the starting pose and randomly place the manipulation object in front of the manipulation tool. The number of obstacles is fixed to 2 for data collection, however in evaluation, we will use more obstacles. The obstacles are placed randomly while at least one obstacle is directly placed between the manipulation object and the target location making obstacle avoidance necessary. We set the maximal episode length to $T_{\text{max}}$ and execute the learning algorithm from Listing 1 to select actions and update the network.

For comparison and insight into the effects of our proposed methods, we train $Q^{\text{sim}}$ de novo in three different regimes:

1. Without any of our newly proposed modifications as a baseline (BL).
2. With training data set curation (DC).
3. With training data set curation and heuristic exploration (DCHE).

In each of the three regimes we use approximately 600k transitions from about 10k episodes.

The training parameters listed in Table 1 are empirically determined with regard to performance and computation resources. Training is performed with a single Nvidia GeForce GTX 1080 Ti GPU using Adam [68] with mini-batch size set to 32.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary-Net Learning Rate</td>
<td>$\eta^p$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Target-Net Learning Rate</td>
<td>$\eta^t$</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>Replay Buffer Size</td>
<td>$</td>
<td>D</td>
</tr>
<tr>
<td>Discount Factor</td>
<td>$\gamma$</td>
<td>0.99</td>
</tr>
<tr>
<td>Episode Limit</td>
<td>$T_{\text{max}}$</td>
<td>150</td>
</tr>
<tr>
<td>Reward Weights</td>
<td>$\alpha_1$, $\alpha_2$, $\alpha_3$</td>
<td>0.1, 0.2, 1</td>
</tr>
<tr>
<td>Buffer Policy</td>
<td>$\xi_{\text{min}}, \xi_{\text{max}}$</td>
<td>70%, 30%</td>
</tr>
<tr>
<td>$\varepsilon$-greedy</td>
<td>$K_1$, $K_2$</td>
<td>200,5000</td>
</tr>
<tr>
<td>Action Scale</td>
<td>$d_a$</td>
<td>1cm</td>
</tr>
</tbody>
</table>

6.3. Quantitative Evaluation

For quantitative evaluation of the learned policies, we consider the ratio of successfully terminated episodes (success rate) and compare their efficiency in solving the task by the number of actions they require to reach successful termination. Both quantities are estimated using a large set of random nonprehensile rearrangement problems.

6.3.1. Influence of Curation and Heuristic Exploration

In section 4.3 and 4.4, we argued that an unbiased training data set $D$ is beneficial and proposed training data set curation and heuristic exploration. We evaluate the influence of the two newly proposed methods by inspecting the training data set at different stages during the training process. Since $\xi_{\text{min}} = 0.3$ and $\xi_{\text{max}} = 0.7$, the ratio of success transitions should quickly reach 30% and not rise above 70% when both methods are used.

As shown in Figure 6(a), the 30% mark is quickly reached when both methods are used (DCHE). Only data set curation reaches the mark after 1,500 episodes (DC) and the training regime without modifications requires about 5,000 episodes (BL). The training regime without modifications does not reach 50% of success transitions in $D$ until about episode 7,000 and stays below 20% till episode 4,000. Adding training data set curation improves this to 50% at episode 5,000. By additionally applying heuristic exploration, 50% is already reached at episode 3,000. Both DC and DCHE finally reach and level out at 70% as intended by setting $\xi_{\text{max}} = 0.7$.

6.3.2. Success Rate

During training, we evaluate each model every 1,000 episodes and using 300 random scenes. As shown in Figure 6(b), the BL approach improves slower than the other two approaches and takes 5,000 episodes until reaching 50% success rate. The DC approach starts better than BL and reaches 50% success rate already between 3,000 and 4,000 episodes. For the DCHE approach, the success rate reaches 50% before 2,000 episodes and is stable and converged around episode 10,000. We can observe rapid improvement until episode 6,000 where success experience in the reply buffer reaches the upper limit of 70%. All approaches finally reach similar success rates. This indicates
that sufficient success experiences in the reply buffer is crucial for increasing performance fast. Finally, we achieve a success rate of 85% indicating that the learned network can effectively handle the task of nonprehensile rearrangement. The same-level success rate is also achieved by DC and BL but much slower.

For comparison, we also test the success rate of a trivial strategy that moves the tool on a straight line to the target location. We obtain the manipulation object position from the simulator and move the robot gripper manually to collect the object. Then, we program the gripper to move straight to the target location. With this strategy, collision with the obstacles is the only reason for a failure. The success rate of this strategy is collected from 300 random scenes. This indicates that perceiving the obstacles and actively avoiding them is necessary for success.

### 6.3.3. Number of Actions

The average number of actions that are needed to solve a nonprehensile rearrangement task indicates how efficient the policy is. Therefore, we compare the average number of actions during different stages of training with both training data curation and heuristic exploration (DCHE) to human performance using also 300 random scenes. The data about human performance is collected from a human subject who can only see the same input as the robot and presses arrow keys on a computer keyboard to control the manipulation tool in the 2d workspace. The results are shown in Figure 6(c).

During the initial phase of training, the policy can only solve trivial instances of the problem and therefore has a low average of used actions. After experiencing 4,000 episodes, the number of actions decreases rapidly from 100 to below 70 until 6,000 episodes from where the number only decreases slowly to below 60. Compared to this, the human subject used on average below 40 actions. We attribute the larger number of actions required by the learned policy to its more conservative collision avoidance behavior since we observe it tends to keep away from obstacles.

### 6.3.4. Different Number of Obstacles

The training environment only contains 2 randomly placed obstacles but we are interested in whether the learned policy is limited to this number. For this reason, we evaluate the policy trained with training data set curation and heuristic exploration (DCHE) using 2, 3 and 4 obstacles in 300 random scenes for comparison. If the policy can solve the task with more than two obstacles the learning process must have generalizable knowledge about the task.

The resulting success rates are shown in Figure 6(d). The highest performance is with 2 obstacles and decreases from over 80% to below 80% for 3 obstacles. For 4 obstacles the success rate is about 60%. However, when more obstacles are added, the task also becomes more difficult. This can be observed in the example solutions shown in Figure 7(a-b). Also, in some cases, the target location is fully blocked by the randomly placed obstacles.

### 6.4. Qualitative Evaluation

One advantage of a learned policy as compared to a planning-based approach to nonprehensile rearrangement is that no computationally expensive re-planning is needed if an unforeseen event happened. In our case, the Q-function is computed in about 3ms which allows on-line reactive behavior. Below, we test the robustness of our policy (learned with DCHE) by moving objects and adding distractors during execution, as well as setting the friction coefficient to a different value from training.

#### 6.4.1. Modifying the Environment

First, we test the effects of changing the position of the manipulation object. As seen in Figure 7(c-d), the robot adjusts and still collects the manipulation object. Next, we change the position of one of the obstacles to block the direct path to the target location. Figure 7(e-f), shows that the robot adapts and still solves the task. Finally, we change the target position. As seen in Figure 7(g-h), the robot also adjusts to this and moves into the direction of the new target.
6.4.2. Changing Friction

During training of the policy, we assumed that the manipulation object only moves because of interaction with the manipulation tool. In this test, we significantly decrease the friction coefficient between the manipulation object and the table top such that the object will begin to slide after each action in order to see whether the policy is limited to the dynamics of the training phase. In Figure 7(i), we can see that although the object path is jittering during the execution, the robot still solves the task. This example is also presented in the supplementary video.

6.4.3. Adding Distraction

When the policy is trained, there are no other objects placed on the table top besides the obstacles, the manipulation object, and the visual marker for the target region. In this test, we introduce a yellow distraction object on the table top to see whether the policy will discover the new obstacle and react appropriately. As shown in Figure 7(j), the robot still completes the task. However, it is worthwhile to note that the distraction object is pushed which means that it is not considered as an obstacle by the policy.

7. TRANSFER LEARNING EXPERIMENTS

In this section, we use the learned Q-function $Q^{\text{sim}}$ from the previous experiments and transfer it to a real-world robot. For this, we use the three different methods of supervised transfer AFE, AAF, and LDN that are discussed in Section 5.3. Below, we first describe the robot platform and sensor setup, then we provide details about data collection, and document the training process. We evaluate the transferred policy quantitatively based on success rate and qualitatively by modifying the environment during execution. Besides this, we conduct experiments where the real-world camera is placed in a different position from the simulated camera.

7.1. System Setup

Our experiments are conducted with a real Baxter robot placed against a table. The program is run on a computer with Intel i7-6850K CPU and a single Nvidia GeForce GTX 1080 Ti GPU. The network forward time for all architectures is around 4 milliseconds, which is negligible compared to action time. The executing time of each step is limited by the ability of the robot. In our case each step is around 0.6 second for Baxter. In average, 60 steps are needed for one episode as reported in Figure 6(c). Thus there is around half minute for finishing the task.

The images $x^{\text{real}}$ are collected with a Logitech C920 webcam while the point cloud data $\chi^{\text{real}}$ is collected with a Kinect One RGB-D sensor. The camera is first placed in approximately the same position as in simulation, but without exact calibration. The RGB-D sensor is mounted to have an unobstructed view of the table top. The manipulation object and the obstacles are 3d-printed in the same relative size as in simulation.

7.2. Data Collection and Learning

We follow the training data collection algorithm from Listing 3 and collect data from 70 episodes which results in 4,000 pairs of corresponding images in the data set $\mathcal{C}$. We remark that this process takes about 5 hours and that
collecting similar amounts of training data as for learning $Q^{\text{sim}}$ is therefore not practical. For instance, it would take approximately 715 hours to collect the 10,000 training episodes used in Section 6 for policy learning. The episodes are randomly initialized with a constant target location. The distribution of collected data can be inspected in Figure 8. It includes a large variety of positions and covers most areas on the table top within the work-surface. One example of corresponding images is shown in Figure 5.

Figure 8: When collecting corresponding images for the transfer learning data set $C$ it is important to cover many different situations and is not biased towards certain scenarios. This plot visualizes the distribution of positions of the tool, manipulation object, and obstacles on the table top that are contained in our data set. A wide range of starting positions for the tool and obstacles are contained. The plot also shows that the manipulation object is moved to many positions on the table.

The models for $Q^{\text{real}}$ are trained with Adam [68], L2 regularization, and batch size 8. The learning rate $\eta^{\text{real}}$ for the supervised learning is set to $1 \times 10^{-4}$.

7.3. Quantitative Evaluation

For qualitative evaluation, we first consider training loss and policy agreement and then investigate success rate in real robot experiments. The loss is according to Equation (17) while policy agreement is computed as the ratio of image pairs $(x^{\text{sim}}, x^{\text{real}}) \in C$ for which $Q^{\text{sim}}$ and $Q^{\text{real}}$ are maximized for the same action.

7.3.1. Training Results

The loss curves against training epoch for transfer methods LDN, AAF, AFE are shown in Figure 9(left) and policy agreement is shown in Figure 9(right). If the loss is small, the models $Q^{\text{sim}}$ and $Q^{\text{real}}$ output similar Q-values and the policies agree the same actions are optimal.

In all three cases, the loss declines rapidly until 200 epochs, when the loss reaches about 0.01, which is after about 3 hours of training. The loss decreases first for strategies AFE and AAF which are both initialized with parameter values from $Q^{\text{sim}}$. But the final loss of AFE is higher than AAF and LDN, which allow the evolution of fully connected layers. Policy agreement increases with the decrease of loss where the same level ratio are achieved by strategies AAF and LDN.

7.3.2. Success Rate

We evaluate the three models learned by the transfer strategies after 200 epochs of learning and $Q^{\text{sim}}$ on 100 random real-world rearrangement problems each. Success rates are shown in Table 2. For comparison, we also include a domain randomization baseline [49]. For this, simulation is randomized with different light intensities, the camera position is changed randomly, and Gaussian noise is added to the captured images. The success rate is obtained by directly applying the learned policy in the real-world.

Applying the $Q^{\text{sim}}$ to control the real robot with real camera images results in 0% success rate. As exemplified in Figure 5, the selected actions are completely useless. The best performance is achieved by AFE with 81% success rate, which is at the same level as $Q^{\text{sim}}$ in simulation. One example execution of this model is as shown in Figure 10(a). In contrast to the training losses, strategies AAF and LDN perform worse than AFE in real-world tests.

Table 2: Success rate in reality.

<table>
<thead>
<tr>
<th>Camera position</th>
<th>$Q^{\text{sim}}$</th>
<th>$Q^{\text{real}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AFE</td>
<td>AAF</td>
</tr>
<tr>
<td>Similar</td>
<td>0%</td>
<td>81%</td>
</tr>
<tr>
<td>Distinct</td>
<td>0%</td>
<td>72%</td>
</tr>
</tbody>
</table>

Figure 9: Training processes when camera in similar position and distinct position. Loss in training and policy agreement are presented to observe the behaviors of 3 different strategies: $AFE$, $LDN$ and $AAF$.
and result in success rate of 65% and 60% respectively. We assume that this indicates that these two models are overfitting to the training data. The success rate of fine-tuning $Q_{\text{sim}}$ is the same as AAF, 65%.

The success rate of domain randomization is 43%. It is successful in the most simple scenarios where the obstacles do not block the direct path but it is prone to fail when moving close to obstacles is necessary. The policy often collides with obstacles when an accurate motion is needed, which indicates that domain randomization is not sufficient to handle accurate transfer. Besides that, we also observed failure modes where the policy moved the manipulation object away from the work-region for no apparent reason. This shows the difficulty of domain randomization.

7.4. Generalization Test

Similar to the evaluation in simulation above, we are interested in how the policy reacts to different types of unforeseen events. For this reason, we move obstacles and manipulation object during execution and introduce obstacles with different shapes from the ones observed in training data. Also, we test the transfer performance to a wooden tabletop. All experiments are conducted with the AFE trained model of $Q_{\text{real}}$.

7.4.1. Moving Manipulation Object and Obstacles

First, we move the obstacle to block the direct path to the target location. As seen in Figure 10(c-f), the robot reacts by moving around the obstacle. When we move the manipulation object as seen in Figure 10(g-h), the robot changes its behavior and reacts by collecting the objects from its new positions. In both cases, the robot shows enough flexibility to still solve the task.

7.4.2. Obstacles with Different Shape

In training we used two red cube-shaped obstacles but now we introduce obstacles of different shapes as seen in Figure 10(b), where it shows that the robot pushes the manipulation object around the new type of obstacle and can still solve the task. Because one of the novel obstacles is longer and more difficult for collision avoidance, the success rate with these two unseen obstacles is 78%, which is just a little worse than when tested with cube objects only. This indicates that the learned obstacle avoidance behavior is not restricted to only the training objects and can generalize to objects of different shapes and sizes.

7.4.3. Different Tabletop

After the experiments on a table which is similar to the one in simulation, we collect the data on a wooden table surface and test our transfer method. The data size and experiment setup is the same. As presented in Figure 10(c), the policy can still solve the task. The success rate is 80%, which is nearly the same as the previous environment.

7.5. Distinct Camera Position

In the experiments above, we placed the camera at a similar position as simulation. This means that the pairs of corresponding images ($x_{\text{sim}}, x_{\text{real}}$) show the scene from a similar angle. In this experiment, we place the camera position in an angle that differs significantly from simulation. In Figure 8, we can see how the image differs from the simulated image. Again, we transfer the policy with the three different strategies LDN, AFE, and AAF and perform the same quantitative evaluation as above. The results are shown in Figure 9 and Table 2 next to those from similar camera position.
Figure 7(bottom) shows that the losses are larger than with similar camera position and that the ratio of identical actions is lower. As seen in Table 2, the success rates for strategies AFE and LDN decrease from 81% to 72% and from 60% to 31% while the value for strategy AAF remains similar. We remark that strategy AFE with distinct camera position still performs better than strategies AAF and LDN with similar camera pose even though they have a better ratio of identical actions. Interestingly, the performance of strategy AAF which introduces two new fully connected layers does not decrease. This could mean that introducing these layers allows for better adaption to change of viewing angle.

We also tested the the policy trained with domain randomization for this distinct camera angle. Since the camera angle in this experiment is significantly different from the one in the simulation, it is very difficult for domain randomization to generalize over. As expected, we have seen that the network cannot solve the problem for even very simple scenarios.

An example of the experiments is as shown in Figure 10(d). In this viewing angle, parts of the obstacles are occluded by the manipulation tool, which may cause the localization of the objects failed.

7.6. Feature Maps

Finally, we inspect the models’ feature maps to see if similar features are relevant in both domains. In Figure 11, we show feature maps of $Q^{\text{sim}}$ and two version of $Q^{\text{real}}$ for corresponding images of the same scene in simulation, with similar camera position, and with distinct camera position. The feature maps are extracted at the last layer before the fully connected layers and both version of $Q^{\text{real}}$ are trained with the AFE transfer strategy.

The feature maps of $Q^{\text{sim}}$ and $Q^{\text{real}}$ for similar camera pose mostly show activations in similar locations. Since AFE initializes $Q^{\text{real}}$ with $Q^{\text{sim}}$ and the fully connected layers are kept constant, this is not surprising. However, it shows that in $Q^{\text{real}}$, the layers before the depicted feature map are now adapted to provide similar activations as in $Q^{\text{sim}}$ from real-world images of the scene. Compared to that, the feature maps of $Q^{\text{sim}}$ and $Q^{\text{real}}$ for distinct camera pose show less similarities. In many cases, the activations in $Q^{\text{real}}$ are less unique and often in different locations. Since the AFE transfer strategy keeps the fully connected layers constant, this explains the drop in performance from similar to distinct camera pose observed in Table 2.

8. CONCLUSION

In this paper, we have formulated nonprehensile manipulation as an end-to-end learning problem. For this, we modeled the task as a reinforcement learning problem and used a transfer learning method based on a data set of corresponding simulated and real-world data to transfer learning results obtained in simulation to real-world input data. Unlike classic, planning-based methods, this approach does not rely on explicit perfect perception of the state or an accurate physical model. While training our approach relies on a large amount of virtual experience, as typical for deep reinforcement learning, only a small number of aligned real-world data is required for learning. To enable successful reinforcement learning in this problem domain, we additionally proposed a potential-field-based heuristic exploration method and active data set curation to provide the learning algorithm with a balanced data set.

We quantitatively evaluated the performance in simulation and reality and obtained success rates of 85% and 81% in random scenes. Since we recorded worse results, including complete failure to solve the task when removing the suggested components, this implies that our contributions are essential in solving this task. Qualitatively, we showed our system’s reactive, adaptive, and robust behavior with regard to environment change between training and execution as well as during execution, such as the sudden change of object positions, changing low-friction coefficient, and previously unseen obstacles.

In the future, we will consider integrating more types of sensors, such as tactile and depth sensors, into our system to supply more information and enable cross-modal sensing ability to better perceive the manipulation environment and better understand the task space. Furthermore, our method is limited by the need for collecting a small amount of aligned cross domain training data for transfer. In future work, we plan to remove the step of recording aligned data and instead want to generate aligned data using generative adversarial models [51].
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